**Title**:

Failure prediction models for Tunisian companies: Development and comparison between multivariate discriminant analysis, logistic regression, multilayer perceptron, and support vector machines

**Dataset size:**

The dataset size severely compromises the hypothesis under testing. In statistical learning, each methodology is to be applied according to the dataset availability (size, format, panel data), the target (nominal, binary, quantitative), and type of features (quantitative, nominal, image matrix, text).

In the case of the paper, the dataset size of 212 compromises the use of multilayer perceptron to validate the hypothesis stated in section 2.5.2 (pg. 6). The performance of multilayer perceptron is to be improved with the amount of data available, and given the number of features reported, the good performance measures can even be attributed to possible overfitting.

In the case of small data sets, there are some data augmentation techniques reported by Brownlee (2019) that can be used. The data augmentation techniques usually rely on creating new and different training examples that can be useful to artificially create new training data from existing training data.

For a discussion on the sample size requirements see Hastie, et al. (2008) and Jain and Chandrasekaran (1981), and Douarrea (2019).

For a strategy on how to use machine learning in small samples see Zhang & Ling (2018) and Vabalas et al (2019).

**Overfitting diagnosis:**

There is not any misclassification in tables 7, 8, and 9. Instead of a good sign, this is indicative of the presence of Overfitting. That is to say, the presented models work well in this sample, but if we update the data with new observations, new individuals, or more recent data on the same individuals, the model will no perform well. To see more how to avoid and deal with overfitting see Koehrsen, W. 2018.

Panda (2016) compares Deep Neural Network performance for three completed different datasets: Bioinformatics datasets, Handwritten dataset, and the Japanese vowel datasets**.**All those datasets are available in the internet platforms like Kaggle, TensorFlow Datasets, and UCI Machine Learning Repository. And the criterium for choosing those datasets is that it consists of more observations than the number of instances.This way the author can provide sound evidence that the proposed algorithms and architectures generalizes to different situations: Computer Vision, Image processing, Speech recognition.

The analogy with credit risk is to provide the performance measures for completely different datasets: retail credit, microcredit in developing countries, Interbank lending market.

Some free available credit score datasets for different countries are provided in this github:

<https://github.com/JLZml/Credit-Scoring-Data-Sets>

**Train/Test Split**

Given the small sample data set available, the authors should split the sample into only two parts (train/test). Classical train/test split choices in literature are 75%-25%, 70%-30%, 80%-20%.

**Alternatives for MLP**

Given the small data set sample, I would eliminate the MLP algorithm or consider other alternatives more fit to small sample datasets, such as:

* KNN
* Decision tree
* Random Forrest
* Gradient boosting

**Features Selection**

While developing the explanatory variables the authors mention the absence of a theory of business distress, that they can rely on to build the features. They should also take advantage of the fertile possibilities of features engineering provided by the recent machine learning literature. (see Ray; 2015, and Rençberoğlu; 2019)

Since machine learning algorithms do not rely on a lack of multicollinearity assumption, practitioners use transformations on available features, such as pair-wise difference, quadratic and square root transformations of quantitative variables, and using encodings of categorical variables. Keep in mind that when you have as many features as possible then your observations, again the overfitting can be an issue.

**Software tool**:

I found the software choice is problematic since SPSS is one of the least cited tools in machine learning literature and does not carry many of the diagnosis tools commonly used in machine learning literature. I would suggest the authors use sci-kit-learn python, with is a completely free tool, and widely used in this field. (see Garreta and Moncecchi, 2013).
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